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Moreover, this work proposes a solution algorithm based on the 
AbsfracI--This paper pments an optima approach to search ant colony optimization (ACO) technique. ACO is a 

the best path of a map considering the traffic loading wnditians. general-purpose optimization technique that has been recently 
Thcmain objective ofthis work is to minimizing the path lenglh to developed and applied in many combinatorial optimization 
get the best path planning for a given map. This study proposes a problems [14], such as traveling salesman problem [E], solution algorithm bascd on the ant colony optimization technique 

destbation ofthe map. The p m p o d  algorithm is implemented in and hydroelectric generation scheduling problems [SI. The 
C t t .  Furthermore, the simulation program can randomly feature of the presenting technique different from other 

to search the shortat path from a desired original to a desired quadratic problem 161, g a p h  problems L7i, 

- 
generate maps for evaluating its flexibility and perfar"w=. 
Simulation results demonstrate that the proposed algorithm can 
obtain the shortet path ofa map with fast speed. 

methods is that it can be implemented easily, it is flexible for 
many different problems' formulation, and the most of all, it 
can escape the local optima of the given problem. In order to 

I.  INTRODUCTION 
Best path planning based on the standard search algorithms, 

such as Dijkstra's algorithm [I]. is to find the shortest path by 
expending, comparing, and selecting promising partial paths 
that merge the origin toward the destination of the desired trip 
[2-51. We determine weather a partial path is promising based 
on the objective function for specific applications, such as 
shortest or fastest path for the trips. This paper discusses 
applications of map guidance to the path planning problems 
when the moving absolutely freely in a given map is not 
permitted. 

The best path searching algorithms have been applied in 
many application fields, such as network routing strategy, or 
driving guidance systems [5 ]  - [7]. Various paths may exist 
some constraints such as the maximum bandwidth capacity of a 
line, or the maximum transmission speed of a node, etc. These 
constraints may influence the result of the best path routing. For 
a package transmission problem, in network routing, if we 
route a package through a heavily loading node, the arrival time 
may he delayed because the overall transmission rate is bear 
down on the maximum transmission speed. In order to solve 
this problem, we have to avoid routing the package to the 
heavily loading nodes instead of routing the package through 
the network without considering the loading balances. This 
work has also considered the loading balance conditions forthe 
routine strateev to meserve the smooth Dackaee transmission. 

adapt some applications regarding management such as 
network traffic management, this work presents the path max 
loading parameter to control the package flow of the 
considering network. 

This paper is organized as follows. Section II formalizes the 
problem of the best path planning. Section Ill introduces the 
ACO technique. Appling ACO for planning the best path is 
proposed in Section 1V. Section V discusses experimental 
results as illustrations. Finally, the conclusions are drawn in the 
last section. 

11. PROBIBMFORMUIATION 
We address the best path planning problem in which the 

passengers in public transportation systems or packages in 
computer network that cannot change their path absolutely 
freely. The object of the best path planning is to search the 
shortest and most efficient path for passengers or packages to 
pass through the system from the desired original to the desired 
destination. 

For a map, there exists a set of nodes in a virtual 
2-dimensional space, and each node Ns has its own unique 
number S, and coordinate (XS. ys). The relationship of each pair 
of nodes can be defined as unidirectional ronte or bidirectional 
route. The hidirectional route was modeled by two separate 
unidirectional routes. Each route has a relatively Euclidean 
distance which can determine as follow: 

L -I . 1 -  

This paper formulates the problem of best path searching as 

(1) 
2 an optimization problem to find the shortest path of a map. = x i - x .  2 +  - y .  
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where Ds,sj is the distance from route original terminal nodeS. 
to route destination terminal node S$ And {xx,yJ, {x,,yJ are the 
coordinates of the node S; and node S;, respectively. 

According to the definition of the best path planning problem, 
the package passing through the system cannot change its pdth 
absolutely freely. The package has to transport between two 
non-connected nodes& &by  transporting through other nodes 
as indirect transportation. Hence, S; -a Sj -> S, implies that the 
package transports through nodes;, S,, Si. The proposed 
algorithm employs some of these phrase definitions. All 
information of nodes and mutes are saved on the main memory 
of the computer to speed up the simulation performance of the 
best path p1aMing algorithm. 

111. ANT COIONY OPTIMIZATION ALGORITHM 
Ant Colony Optimization (ACO) is a graph representation 

based evolutionary meta-heuristic algorithm. ACO has been 
successfully employed to solve many different combinatorial 
optimization problems. The main idea of ACO is to model the 
problem as a minimum cost path searching problem in a graph. 
ACO consists of many artificial ants, and these artificial ants 
walk through the graph to find the shortest path of the graph. 
An artificial ant has a very simple behavior, and typically, it 
only is able to find a very poor-quality path by itself. Better 
paths are found by the global cooperation among all artificial 
ants in the colony. 

The behavior of artificial ants is modeled from biological 
ants. In real world, biological ants act in a very simple behavior 
as well. When they walk through a place, they lay pheromone 
trails on the path. The moving direction of each ant is decided 
by the consistency of the pheromone that lies on the path. Ants 
prefer to go through a path with a relatively high among of 
pheromone on it. In addition, artificial ants have some extra 
feature that do not find in biological ants. In particular, they live 
in a discrete world. Their moves consist of transitions Gom 
nodes to nodes. Their moves usually associated with their 
pervious action that stored in the memory with a specific data 
StNctUre. 

?he  pheromone consistencies of all paths are updated only 
after the ant finished its trip Gom the original node lo 
destination node and not during the ant is still walking. Every 
artificial ant has a constant amount of pheromone stored in it 
when the ant proceeds from thc original node. Wlen the ant has 
finished the trip to the destination node, the pheromone that 
stored in it will he distributed averagely on the path of its 
journey. By this pheromone distribution strategy, if an ant 
finished its joumey with a good path, the average distribution 
amount of pheromone will be high. In the other hand, if an ant 
finished its journey with a poor path, then the average 
distribution amount of pheromone will he low. The amount of 
pheromone deposited is usually corresponding to the quality of 
the path. The pheromone of the routes progressively decreases 
by evaporation in order lo avoid artificial ants stick in local 
optima solution. 

procedure ACO 

repeat 
Set parameters and Initialize pheromone trails 

for k = l  to m do construct an assignmentXk 
update pheromone trails using F,, ... X,,,} 

until best solution achieved 
~ or maximum cycle reached 
I I 
Fig. 1. ACO algorithm 

Fig. 1 depicts the ACO algorithm. At each generation, each 
ant generates a complete journey by choosing the nodes 
according lo a probabilistic state transition Nle. It is necessary 
to spread a little amount of pheromone on all paths at the initial 
of the algorithm. Every ant selects the nodes in the order in 
which they will appear in the permutation. For the selection of a 
node, ant uses heuristic factor as well as pheromone factor. The 
heuristic factor denoted by q;j and the pheromone factor 
denoted by are indicaton of how good it seems to have node 
S, at node S; of the permutation. The heuristic value is generated 
by some problem dependent heuristic whereas the pheromone 
factor stems Gom former ants that have found good solutions. 

The rule for an ant to choose its next node is called 
Pseudo-Random-Proporlional Action Choice Rule. With 
probability qo, where O 5 q 0 < l  is a parameter of the algorithm, 
the ant chooses a node S; from the set S of nodes that have not 
been selected so far which maximizes 

where a?O and EO are constants that determine the relative 
influence of the pheromone values and the heuristic values on 
the decision of the ant. With probability (l-qo) the next node is 
chosen from the set S according lo the probability distribution 
that is determined by 

(3) 

Therefore the transition probability is a trade-off between the 
heuristic and pheromone factor. For the heuristic factor, the 
close nodes, that mean the paths with low cost, should be 
chosen with high probability, thus implementing greedy 
constructive heuristic. As to the pheromone factor, if on edge 
(S,, S,) there has been a lot of traffic then it is highly desirable, 
thus implementing the aurucatalytic process. If the selection 
results a P,, carry out the rule (3). In (3), the heuristic factorq, 
is computed according to the following rule 

(4) 

where f (X)  represents the cost function of X .  In (3), it is favor 



that the choice of edges which are shorter, which mean the path 
with low cost, and which have a greater amount of pheromone. 
Along the path from S; to S, the ant lays a trail substance so 
defined 

if Mh ant uses edge (SJ,) in its tour 
A T ; =  L (5 )  i-; 0 otherwise 

where Q is a constant related to the quality of pheromone trail 
laid by ants and L k  is the cost of the journey performed by the 
kth ant. In other word, pheromone updating is intended to 
allocate a greater amount of pheromone with low cost, which 
means shorter journey. This value is evaluated when the ant has 
completed a journey and consisting of a cycle of n iterations 
(generations). Then, it is used to update the amount of 
substance previously laid on the trail, on the following rules 

r8 ( t  + n) = p .  r8 ( t )  + Arv ( t )  (6) 

(7) 

where m denotes the number of ants, p ,  pE(O,l), is a 
coefficient of persistence of trail during a cycle such that (lp) 
represents the evaporation of trail between generation ng and 
n,tl. The pheromone-updating rule was meant to the addition 
of new pheromone deposited by ants on the visited edges and to 
pheromone deposited by ants on the stops iterating either when 
an ant found a solution or when a maximum number of 
generations have been performed. 

IV. APPLY ACO TO BEST PATH PLANNING 

The objective of the best path planning is to find the shortest 
path from the desired original node to desired destination node. 
7 h e  object of this work is to obtain the shortest path for the hest 
path planning problem considering preventing packages 
passing through heavily loading path and avoiding 
transportation delay. 

First, it isneed tosetup the map environment. The nodes and 
routes of a map for testing can set manually, or generate by 
computer randomly. In order to evaluate the flexibility and 
performance of the proposed algorithm, we use a random 
generating map lo test it. Fig. 2 shows a random generating map. 
Every node has its own absolute coordinate, and the length of 
each route can be calculated by the coordinate of its original 
terminal node and destination tcrminsl node. The loading 
parametersLD of each route have to set manually or are set as 0 
by default. In the first step of the simulation, it is need to select 
the desired original node and the destination node. 

'She solution algorithm ofthc best path planning is presented 
as the followings: 

Fig. 2. Random generafed map 

Step 1. Initialization 
An initial population of ant colony individualsx,, i=l, 
2, ...PI, is initialized in this step. The maximum node 
transport action number of each ant is E. Format the 
journey nodes lisisof each ant to provide the following 
step to record the ant journey history. Randomly 
generate a pheromone consistency value and set the 
value as initial condition for each route. Set time 
counter f=O and generation countern,=O. 

Step 2. Starting tour. 
Place all ants on the desired original nodeSOb,,., that is 
already defined manually. 
For ant counter k=O tom do 

Let ants search for its path. 

Step 3. Searching for neighborhood 

For k=O t o m  do 
IF antXk is already reached the desired destination 
node Shtimtia 

Choose the node j to move to, with probability Pj, 
given in (3). 
I f  node j already exists in the journey nodes l i d  

I f  the ant Xt already stuck at a dead end or reach 
the maximum transport action numberE. 

Then suspend ant X, &om simulation. 
Move the kth ant to the node S,. 
Insert node j into the journey nodes list of ant X,. 

Repeat until the journey nodes list is full 

Then Break and sim next antXk,r. 

Then Repeat last procedure. 

Step 4. Calculate the path length (cost) for each ant's journey. 

Compute the cost (L$ of the journey node list of ant 
Xk. 
For cvery route (S, S,) 

For k=l  to nz do 

For k=O to nr do 

Calculate the pheromone trail of cach edge 
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according to (5). 

Step 5. Update the pheromone factor. 
For every edge (S,S,) update the pheromone value 
according to the update rule (9 and (7). 
For every edge (S,Sj) updates the pheromone value by 
multiply it by (JD/LDm~), where LD-x is the max 
traffic volume of the edge. 
Find the best path by employ a single ant into the map. 
Update the best path found. 

For every edge (SbS,), reset Aru=O 
Let t=t+l; np=nptl 

Step 6. Check the stop criterion. 
If (ngol-) or (not user stop) 
Then 

Record and draw the best journey nodes list. 
Clear the journey nodes lirt, and Goto Step 2. 

Draw the best journey nodes list and Stop. 
Else 

V. SIMULATION RESULTS 

This section presents the simulation results of the proposed 
algorithm. The proposed solution algorithm is implemented 
with Borland C++ Builder on a Intel Pentium4 2.66GHz 
computer with 1GB RAM. The values of the parameters in 
ACO are n=100, ni=IM), a=l, B=1, maximum generation 
n,=1000, the original node is S,,,,=35 (at the left bottom 
side ofthemap), and the destination node isSdStimtim=19 (at the 
right top side of the map). 

This work utilizes a random generating map shown as fig. 2 
for evaluating the performance of the proposed algorithm. This 
map consists 100 nodes and 417 edges. The length of the total 
best path is 824.0537232 (Pixels). In this example, the ACO 
algorithm takes 0.69 seconds with 94 generations to found the 
best path s h o w  in Fig. 3. 

The next test case is shown in Fig. 4. All parameters of the 
proposed algorithm are the same as the first simulation The 
map of the second test case consists of 500 nodes @=500), and 
1473 edges. The desired original node isSOns.,=295 (at the left 
top side of the map), and the desired destination node is 
Sd,tiMaon=299 (at the right bottom side of the map). Fig. 5 
displays the simulation result of the second case. In this 
example, the ACO algorithm takes 6.94 seconds with 514 
generations to found the best path. 

The 3rd case is the traffic constrains case shown in Fig. 6. All 
parameters are all the same as former simulations. The map of 
the 3rd test case consists of 300 nodes @=300), and 646 edges. 
The desired original node is S.,j,,,=106 (at the left top side of 
the map), and the desired destination node i~S,i=ti,~,=99 (at 
the right bottom side of the map). There exit heavy traffic 
loading on the routes of the 3d test case circled at the bottom of 
the map. The shortest path of this case includes these edges 
with heavy traffic loading. The simulation results shown in 

Fig. 4. The secand case of tho testing map. 

Fig.7 show that the optimal route searched by the ACO can 
avoid the package passing through these edges with heavy 
traffic loading to prevent transportation delays. 

Table 1 summarizes the ACO simulation results compared 
with of other cases. It is shown that the time requirement of the 
proposed ACO method is less than of other method for a given 
map with more than 200 node numbers. 
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Fig. 7. Simulation "It of the 3-rd case 

Table 1 
summary of simulation results 

Total ACO ACO BNIC B ~ t e  
Node Length Ti"E Length Time 

Number (Pixel) (Sec) ( P i X d )  (Sec) 
100 824.053 0.89 824.053 0.66 
200 874.141 2.07 874.141 2.91 
300 947.935 2.98 940.417 6.11 
400 1046.886 4.13 1041.912 12.19 
5w 1181.610 6.94 1178.059 19.84 

Note: A short distance exists in arbitrarily two nodes does 
not mean that the two nodes should be connected. In other 
words. the connection generatim mechanism does not consider 
the distance between two nodes to decide the connectivity of 
them. 

VI. CONCIWUSION 
This study presented a novel approach to search the best path 

of a given map or network. The problblcm of best path planning 
is fommlated as an optimal problem to get the shortest path 
length of the  map  and consider loading constraints. 
Furthemiore. a solution algorithm based on the ACO was 
developed to derive the global optimal solution. The proposed 

technique has many advanced features that different from other 
methods: i) it is easy to deploy and implement to solve many 
optimal problems, ii) it is very flexible for many problem 
formulations, and iii) it has the ability to escape the local 
optima solution and achieve the global optima solution. Finally, 
the proposed method was implemented and tested on several 
network with promising results. 
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